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Principal EigenValue (PEV)
The fully unsipervised clustering is using the
PEV method to select the number K of clusters
to cut.

The PEV method is a method to determine the
number K of cluster to cut. This method count
the principal eigenvalues (eigenvalues = 1) and
this number is the number K of cluster to cut.

The PEV method works as follows :
I If the number n of eigenvalues >= 0.999 is

superior to 1 then K = n
I Else K = the number of eigenvalues >= 0.99

Introduction
To do this, there is the development of new no cut criteria to determine whether a cut was good or
not and whether it should be accepted.

The clustering is done with the Partition Around Medoïds (PAM) version of the Ng-Jordan-Weiss
spectral clustering method.
If the no cut criteria are reached, the algorithm abord the cut and retry with some parameters
improvements or experts improvements. Else the cut is accepted and the algorithm try to cut again
the new clusters.

Multi-Level clustering

Fig. 1: Multi-Level clustering method

Results
This results are made for a similarity neighbor-
hood of 7 and a maximum clustering level of 5
:

Fig. 2: Aggregation dataset

Fig. 3: Phytoplankton cluster

Method
I First the algorithm calculates the number of

clusters to cut using the PEV method. If the
number of cluster K = 1 then no cut.

I The dataset is cut using spectral PAM
I The Critsilp criteria is calculated on the re-

sult
I After :

I If the cut is acceptable, then we continue
the same method on the new clusters until
the criteria is no longer satisfied or the cut
becomes impossible

I Else the clustering is restarted with some
improvments

I The algorithm is finished if no more cuts are
possible

Silhouette
For the cut criteria assesment part, we are us-
ing the silhouette value at an i point :

Sil(i) =
b(i)− a(i)

max(a(i), b(i)
(1)

with a(i) : the mean distance between i and all
other data points of the same cluster C

a(i) =
1

#C − 1
∗

#C∑
i′=1

d(i , i ′) (2)

and b(i) : the smallest mean distance of i to
all points in any other cluster Ck

b(i) = min(i ,
1

#Ck
∗

#Ck∑
i′=1

d(i , i ′)) (3)

Silhouettes are calculated from the eigenspace
or from the normalized eigenspace.

Silhouette criteria for a C cluster :

CritSil(C) = #{sil(i) < 0 / i ∈ C} (4)

Silhouette with their values under 0 indicates
that the point higtly match with the neighboring
cluster. More highly is the value of CritSil(C),
more there is confusion in the cut.
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